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## Summary

In this report we present the state of the art of efficient discretisation techniques suited for fluid flows in maritime problems.

We focus on boundary element method properly fitted into an iso-geometric setting, as well as on a multiphase flow solver fitting the same iso-geometric setting.

A further effort is devoted to the development of model order reduction methods for efficient simulation and computational cost saving.

Test cases are analysed to highlight the efficiency of the proposed developments in a naval engineering framework. A strategic importance is given to iso-geometric setting to be able to incorporate CAD geometries in an efficient way in the full computational pipeline.

## 1 CAD Interface

The traditional workflow of finite element, finite volume, and finite difference simulations of physical processes consists of three phases: what is called "preprocessing"; the actual numerical solution of a partial differential equation; and what is called "postprocessing". In this workflow, preprocessing generally means the generation of a geometric description of the domain on which one wants to solve the problem - either through the use of Computer Aided Design (CAD), or by combining simpler geometries into one via constructive solid geometry (CSG) - and the use of a mesh generator that uses the geometry to create the computational grid on which the simulation is then run. On the other end of the pipeline, postprocessing consists of the visualization of the computed solution and the extraction of quantities of interest.

Overall, this "traditional" workflow can be visualized through the following graph in which information is only propagated from one box to the next:


The fundamental issue with this workflow is that geometry information is only passed on to the mesh generator, but is, in general, not available at the later stages of the pipeline. This approach - which to our knowledge is used in all commercial and open source simulation tools today - is appropriate if the simulator is relatively simple; specifically, if (i) simulation and postprocessing tools only rely on a single, fixed mesh as their sole information on the geometry of the domain on which to solve the problem under consideration, and (ii) if one uses lowest-order finite-element, finite-volume, or finite-difference discretizations for which it is sufficient to use the piecewise linear approximation of the boundary that is generally obtained by replacing the "underlying" geometry of the problem by a fixed mesh characterized solely by its vertices and assuming straight edges. In practice, the limitations of the workflow mentioned above imply that to most finite element analysts, "the mesh is the domain", even though to the designer the mesh is generally an imperfect approximation of some underlying geometry typically understood to be a CAD or CSG description.

Yet, simulation tools have become vastly more complex since the formulation of the workflow above several decades ago, and as we will show below, we can not make use of their full potential unless geometry information is propagated to the simulation and analysis tools, as well as to the postprocessing tools. For example, geometry information is important in the following contexts:

- Modern simulators no longer use only a single mesh, but create hierarchies of meshes. Two typical applications are the generation of a sequence of refined meshes to enable the use of geometric multigrid solvers or preconditioners $[1,2]$; and the use of adaptive mesh refinement to obtain a mesh that is better suited to the accurate solution of the underlying equation [3, 4], without a-priori knowledge
of how the final mesh will look like. In a similar vein, for large-scale computations with more than a few tens of millions of elements and massively parallel systems, the I/O related to creating and accessing the mesh data structure is often a serious bottleneck. Much better performance can be obtained by reading smaller meshes that get refined as part of the simulation. In all of these cases, refining the mesh involves the computation of new grid points from inside the simulation, and these points need to respect the same geometry used for the original mesh.
- Accurate simulators use curved cells and higher order mappings both at the boundary and in the interior of the mesh. How exactly these curved cells should look requires information about the underlying geometry. To illustrate the importance of this point, let us mention that it has been understood theoretically for a long time that one loses the optimal order of finite element discretizations with polynomial degrees greater than one, if one does not also use higher-order approximations of the boundary $[5,6,7,8,9,10,11]$. This is also known from practical experience; for example [12] presents experimental evidence, and [13] and the references therein provide an excellent example of the lengths one needs to go to to recover higher-order accuracy if the underlying geometry is not available (Figure 3 below also illustrate the issue). In other words, a finite element solver that does not know about the underlying geometry will compute a solution with an unnecessarily large error or use an unnecessarily large amount of computational work. Alternatively, additional points for a high-order representation need to be computed as a separate workflow step between the meshing and the simulation, as used, e.g., in $[14,15,16]$.
- In many contexts - during the simulation, but also during accurate visualization and evaluation of quantities of interest - it is important to know the correct normal vector to faces of cells. An approximation can be obtained by simply taking the location of vertices as provided in the mesh file and their connection into cells, as the ground truth. But the vectors so computed are not consistent with the true, underlying geometry from which the mesh was originally generated. As a consequence, visualizations are often not faithful representations of the actual computations, and quantities of interest are not evaluated to the full accuracy possible. For example, accurate evaluation of mass or energy fluxes across a boundary requires accurate knowledge of the normal vector. For fourth order equations, accurate knowledge of the normal vector may also be required to retain optimal convergence order of finite element schemes if it is necessary to construct $C^{1}$ approximations of a curved boundary (see [6] and the references therein).

We will provide more examples below where geometry information is used in finite element simulations.

These considerations point to a need to propagate geometry information not only to the mesh generator, but indeed also to the simulation engine. This raises the question how this can best be done. To the best of our knowledge, no commercial or open source tools do this in a consistent way today. Furthermore, we have to realize that
geometries are often described through complex CAD systems that are either not open source, complicated to interact with, or can only be accessed in proprietary ways; as a consequence, it makes sense to ask what kinds of queries a generic geometry engine has to be able to answer to satisfy the needs of simulation software. In order to address all of these points, we have undertaken a comprehensive study with the following goals:

1. Identify a minimal set of operations - which we will call "primitives" - that geometry tools need to be able to perform to satisfy the needs of simulation tools.
2. Provide a comprehensive review of geometry operations performed in a widely used finite element library and a large application code that is built on the former, with the aim of verifying that the minimal set of operations outlined above is indeed sufficient.
3. Discuss ways in which geometry tools can implement the minimal set of operations, given the kinds of geometries and information that is typically available in industrial and research workflows.

We will state the primitives in the form of oracles, i.e., as blackboxes that given certain inputs produce appropriate outputs, without specifying how exactly one would need to implement this operation. This reductionist approach is often appropriate when one wants to interface with one of many possible geometry engines, each of which may have its own way of implementing the operations. In such cases, it is often useful to only specify a minimal interface that all engines can relatively easily implement. A common way of representing oracles in object-oriented codes is by providing an abstract base class with unimplemented virtual functions; the base class is then the oracle, whereas derived classes provide actual implementations.

The result of our work is the realization that only two geometry primitives are sufficient. We will discuss these in Section 1.1. Section 1.1.2 is then devoted to the question of how one would implement these two operations in the most common situation in which the geometry is described implicitly through a collection of NURBS patches in typical CAD engines. We demonstrate the practical benefits of the integration of geometry and simulation in Section 1.3.

The practical implication of our work is the identification of a minimal interface that allows the coupling of geometry and simulation engines. We have tested these interfaces via the widely used finite element software DEAL.II [17, 18] and the Advanced Simulator for Problems in Earth ConvecTion Aspect [19, 20] with geometry descriptions that are either given explicitly, or via the OpenCASCADE library that is widely used for CAD descriptions [21]. All of the results of our work are available in the publicly released versions of DEAL.II and ASPECT. The verification of our approach using these examples, and the fact that the sufficient interface is so small, should provide the certainty necessary to follow a similar path for integrating other simulation and geometry software packages.

We end this introduction by remarking that one may also wish to provide geometry information to the postprocessing stage. For example, this would allow visualization
software to produce more faithful graphical representations of the solutions generated by simulators, free of artifacts that result from incomplete knowledge of the domain on which the simulation was performed. We are not experts in visualization and consequently leave an investigation of the geometry needs of visualization software to others. We will, however, comment that the evaluation of quantities of interest - such as stresses at individual points, heat and mass fluxes across boundaries, or average and extremal values for certain solution fields - may be most efficiently done from within the simulator itself, given that geometry information as well as knowledge of shape functions and other details of the discretization are already available there; indeed, this is the approach chosen in the Aspect code mentioned above.

### 1.1 Fundamental geometric primitives

As we will discuss in detail in the following section, it turns out that the geometric queries needed by finite element codes - such as finding locations for new vertices upon mesh refinement, or computing vectors normal to the surface - can be reduced to only two "primitive" operations: (i) finding a new point given a set of existing points with corresponding weights, and (ii) computing the tangent vector to a line connecting two existing points. This realization of a minimal set of operations allows us great flexibility in choosing software packages that actually provide these primitives, and minimizes the dependency a finite element code incurs when using an external geometry package.

In the literature, implementations that can answer a small number of very specific questions - i.e., provide certain simple operations - are typically referred to as "oracles". The point of postulating the existence of an oracle is that it allows us to separate the design of a code from its actual implementation. In the current case, all that matters for the purposes of the current section is that an oracle exists that can answer two specific questions, and whose answers can be used throughout a finite element code.

In order to motivate the two geometric primitives that we postulate are sufficient for almost all finite element operations, let us first provide two scenarios of relevance to us. First, consider a $d$-dimensional surface embedded into a higher dimensional space; one might think of this surface as the boundary of a volume within which we would like to simulate certain physics. The second setting is a $d$-dimensional volume geometry in $d$-dimensional space for which we would like to consider interior cells to also deviate from the simplest, $d$-linear shape; an example would be a volume mesh that extends away from a curved wing around which we would like to simulate air flow. We will use these two scenarios for the examples below.

### 1.1.1 Statement of primitives

Given this background, the two operations we have found are necessary are the following:

Primitive 1 ("New point") Given $N \geq 2$ existing points $\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}$ and weights
$w_{1}, \ldots, w_{N}$ that satisfy $\sum_{n=1}^{N} w_{n}=1$, return a new point $\mathbf{x}^{*}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}, w_{1}, \ldots, w_{N}\right)$ that interpolates the given points, weighting each $\mathbf{x}_{n}$ with $w_{n}$.

Primitive 2 ("Tangent vector") Given two existing points $\mathbf{x}_{1}, \mathbf{x}_{2}$, return the (nonnormalized) "tangent" vector $\mathbf{t}$ at point $\mathbf{x}_{1}$ in direction $\mathbf{x}_{2}$, defined by

$$
\begin{equation*}
\mathbf{t}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\lim _{w \rightarrow 0} \frac{\mathbf{x}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2},(1-w), w\right)-\mathbf{x}_{1}}{w} \tag{1}
\end{equation*}
$$

We will give many examples below of how these two operations are used. As we will show, all other geometric questions a typical finite element code may have can be answered exactly, without approximation, with only these two operations. For the moment, one can think of use cases as follows:

- When adaptively refining a mesh, one needs to introduce new vertex locations on edges, faces, and in the interior of cells. This is easily done using the first of the two primitives above, using the existing vertex locations on an edge, face, or cell as input.
- Computing the normal vector to a face at the boundary of a three-dimensional domain can be done by taking the cross product of two tangent vectors that pass through the point at which we need the normal vector. These tangent vectors are computed via the second primitive.

A concrete implementation that describes a particular geometry will be able to provide answers to the two operations based on its knowledge of the actual geometry. For example, and as discussed in Section 1.1.2, the wing of an airplane would be described using a CAD geometry that can be queried for the primitives above at least on the boundary of the domain. More work - also described in Section 1.2 below - will then be necessary to extend this description into the interior. In other cases, however, the description of the geometry may be available everywhere - for example, if the geometry of interest is an analytically known object such as a sphere.

Remark 1 As we will see below, the operations that finite element codes require can be implemented by only querying information from objects that describe an entire manifold, without having to know anything about the triangulation that lives on it, or in particular where the triangulation's boundary lies. This greatly simplifies the construction of oracles because they do not need to know anything about meshes, or the domain on which we solve an equation. For example, we will be able to use a CAD geometry of, say, the entire hull of a ship even if we want to solve an equation on only parts of the surface; that there is a boundary to the domain on which we solve, and where on the hull it lies, will be of no importance to the oracle that will answer our queries.

Information about the domain, its boundary, and the mesh that covers it, will of course be used in constructing the inputs to the queries, but is not necessary in computing their outputs.
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Remark 2 Given the definition of the tangent vector in (1), it is possible to implement this second query approximately through finite differencing with the help of the first, using

$$
\mathbf{t} \approx \frac{\mathbf{x}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2},(1-\varepsilon), \varepsilon\right)-\mathbf{x}_{1}}{\varepsilon}
$$

with a small but finite $\varepsilon$. In other words, one could in principle get away with only one primitive if necessary. At the same time, and as discussed in Section 1.1.2, we have found that in many cases, good ways to directly implement the TANGENT VECTOR primitive exist, and there is no need for approximation.

Remark 3 The two primitives mentioned above are the only ones necessary to implement the operations discussed in the next section, exactly and without approximation. As such, they are truly primitive, but that does not mean that one could not come up with a larger set of operations geometry packages could provide, possibly in a more efficient way than when implemented based on the primitives. We did not pursue this idea any further, primarily because (i) we have not found it necessary in practice, and (ii) because these additional operations would have to be implemented for all of the different ways discussed in Section 1.1.2.

### 1.1.2 Implementing primitives based on projections onto CAD geometries

For CAD geometries, any two points may fall across two different (non-overlapping) NURBS patches $U_{\alpha}$ and $U_{\beta}$. But there are more difficulties that make it difficult to implement the primitives based on pull back/push forward approaches:

1. NURBS patches do not always satisfy the requirements of a chart in the topological sense, i.e., they may be non-invertible in some points, and they may be non-smooth (i.e., contain corners and edges within a single $U_{\alpha}$ ).
2. The metric $\phi_{\alpha}$ that results from mapping $u-v$ space to a NURBS patch $U_{\alpha}$ may be ill-formed: Its derivative may be close to zero near some points, and large at others - equally spaced points in $u-v$ space (or points $\mathbf{x}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2} ; w_{1},\left(1-w_{1}\right)\right.$ ) for equally spaced values of $w_{1}$ ) would then be mapped to highly unevenly spaced points.
3. The evaluation of the pull-back $\phi_{\alpha}^{-1}(\mathbf{x})$ is computationally very expensive for NURBS patches.

As a consequence, useful implementations of our primitives will not be based on the concepts of differential geometry, but will rather be projection-based. Indeed, a possible implementation of the NEW POINT primitive for (multi-patch) CAD-based geometries is provided by the following algorithm: Given $\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}, w_{1}, \ldots, w_{N}, N \geq 2$, define

$$
\mathbf{x}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}, w_{1}, w_{2}, \ldots, w_{N}\right)=P_{\mathrm{CAD}}\left(\sum_{n=1}^{N} w_{n} \mathbf{x}_{n}\right)
$$

SISSA


Figure 1: Comparison of three different implementations of the NEW POINT primitive for CAD geometries. The red end points (coarse vertices) of the blue line (coarse cell) form the inputs $\mathbf{x}_{1}, \mathbf{x}_{2}$ for which we want to use the NEW POINT primitive to find a new mid-point (i.e., $w_{1}=w_{2}=\frac{1}{2}$ ). The blue point is the average of the original vertices to be projected onto the curved geometry. Left: Projection normal to the geometry. Center: Projection in a direction chosen a priori. Right: Projection normal to coarse mesh.
where $P_{\mathrm{CAD}}(\mathbf{x})$ is a projection of the point $\mathbf{x}$ onto the CAD surface (or curve). We will discuss various choices for the projection operator $P_{\text {CAD }}$ below, given that the choice will influence the quality of the result. We note that projection-based strategies have been proposed in [22] and are used in a basic variant for a high-order finite element code in [15]. Many CAD programs, and specifically the OpenCASCADE library [21] that we use for the examples shown here, implement all of the operations necessary for the three approaches to implementing a projection discussed below.

Projection in a fixed direction The cheapest way to compute a projection is if the direction of the projection $\mathbf{d} \in \mathbb{R}^{d}$ is known a priori - for example, because we know that the surface in question has only minor variation from being horizontal. In that case, one might choose

$$
\mathbf{x}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}, w_{1}, w_{2}, \ldots, w_{N}\right)=I_{\mathrm{CAD}}\left(\sum_{n=1}^{N} w_{n} \mathbf{x}_{n}, \mathbf{d}\right)
$$

where $I_{\text {CAD }}(\mathbf{x}, \mathbf{d})$ is the intersection of the line $\mathbf{s}(t)=\mathbf{x}+s \mathbf{d}$ and the CAD surface (or curve). In other words, we first average all points $\mathbf{x}_{i}$ and then move the average back onto the surface along direction $\mathbf{d}$.

Projections taking into account the normal vector In more general situations, however, choosing a projection direction a priori is not possible. Rather, one needs to take into account the geometry of the CAD surface in the vicinity of the point to be projected, for example by considering the normal vectors to either the existing mesh, or to the surface.

The first of these options (shown in the right panel of 1) would use the following implementation:

$$
\mathbf{x}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}, w_{1}, w_{2}, \ldots, w_{N}\right)=I_{\mathrm{CAD}}\left(\sum_{n=1}^{N} w_{n} \mathbf{x}_{n}, \mathbf{n}\right)
$$
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where the direction $\mathbf{n}$ is now (an approximation) to the normal vector of the area identified by the points $\mathbf{x}_{n} . \mathbf{n}$ is clearly defined if one only has $d$ input points in $d$ dimensional space; if there are more points - e.g., the four vertices of a face of a hexahedron in 3 d - then one will want to define some useful approximate vector, e.g., the vector normal to the least squares plane that approximates the point locations. As is clear from the figure, if this implementation is chosen for mesh refinement, one generally ends up with refined meshes with cells of rather uniform sizes.

To use this approach, one needs to have at least $d$ input points in $d$ dimensions in order to define a unique direction normal to the existing points. But we also need to be able to use the NEW POINT primitive when finding a new midpoint for an edge in 3d. Thus, we need an additional condition to identify a unique direction among all of those perpendicular to the line connecting the existing edge end points. We do this by averaging the CAD surface normal at the vertices of the edge (both of which we know are on the surface), and then projecting it onto the edge's axial plane.

An alternative, often implemented in CAD tools but expensive to evaluate, is to use a direction vector $\mathbf{n}$ that is perpendicular to the actual geometry, rather than to the current mesh. This is shown in the left panel of Figure 1 and may lead to child cells of different size. Ultimately, however, once the mesh is already a good approximation to a surface, both of the approaches mentioned here will yield very similar results.

Implementing the tangent vector primitive for CAD surfaces In all three of the project-based cases above, the implementation of the TANGENT VECTOR primitive may be constructed using a finite differences approximation as already mentioned in Remark 2. A more accurate approach pushes forward the tangent vector at the pulledback point.

### 1.2 Extending boundary representations into volumes

The previous sections only dealt with finding points and tangent vectors on a lowerdimensional surface, given points already on that surface. On the other hand, finite element codes typically use volume meshes for which the CAD geometry only provides information about the boundary. Thus, one still needs a way to extend this information into the interior of the domain - the importance of this step is apparent by looking at Figure 2.

A general mechanism for this task is based on transfinite interpolation [23]. A transfinite interpolation maps points from some reference space $\hat{\mathbf{x}} \in \hat{K}=[0,1]^{d}$ to points in real space $\mathbf{x}$ by a weighted sum of information on the geometry of the faces of the image of $\hat{K}$. For example, for a quadrilateral in two dimensions

$$
\begin{aligned}
\mathbf{x}\left(\hat{x}_{1}, \hat{x}_{2}\right)=\left(1-\hat{x}_{2}\right) & \mathbf{c}_{0}\left(\hat{x}_{1}\right)+\hat{x}_{2} \mathbf{c}_{1}\left(\hat{x}_{1}\right)+\left(1-\hat{x}_{1}\right) \mathbf{c}_{2}\left(\hat{x}_{2}\right)+\hat{x}_{1} \mathbf{c}_{3}\left(\hat{x}_{2}\right) \\
& -\left[\left(1-\hat{x}_{1}\right)\left(1-\hat{x}_{2}\right) \mathbf{x}_{0}+\hat{x}_{1}\left(1-\hat{x}_{2}\right) \mathbf{x}_{1}+\left(1-\hat{x}_{1}\right) \hat{x}_{2} \mathbf{x}_{2}+\hat{x}_{1} \hat{x}_{2} \mathbf{x}_{3}\right]
\end{aligned}
$$

Here, $\mathbf{c}_{\mathbf{0}}(\mathbf{s}), \mathbf{c}_{\mathbf{1}}(\mathbf{s}), \mathbf{c}_{\mathbf{2}}(\mathbf{s}), \mathbf{c}_{\mathbf{3}}(\mathbf{s})$ are the four parameterized curves describing the geometry of the edges of the deformed quadrilateral and $\mathbf{x}_{\mathbf{0}}, \mathbf{x}_{\mathbf{1}}, \mathbf{x}_{\mathbf{2}}, \mathbf{x}_{\mathbf{3}}$ are the four ver-
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tices. The evaluation on each edge is done via the NEW POINT primitive $\mathbf{x}^{*}$, i.e., $\mathbf{c}_{0}(s)=\mathbf{x}^{*}\left(\mathbf{x}_{0}, \mathbf{x}_{1}, 1-s, s\right)$ and similarly for the other curves. If an edge is straight, then $\mathbf{c}_{\mathbf{0}}(\mathbf{s})=(\mathbf{1}-\mathbf{s}) \mathbf{x}_{\mathbf{0}}+\mathbf{s x}_{\mathbf{1}}$. Similar formulas extend to the three-dimensional case. The important point is that transfinite mappings exactly respect the geometry of the boundary, while extending it smoothly into the interior of the domain.

We visualize this approach using higher order mappings. We recall that finite element error estimates on curved cells depend on the product of a Sobolev norm of higher order derivatives of $\mathbf{F}_{K}$ times a norm of the derivatives of $\mathbf{F}_{K}^{-1}$ (see, e.g., [24] or [25, Sec. 3.3]), which we visualize by the ratio between the largest and smallest singular value of $J_{K}$. Figure 3 compares the singular values for two variants of computing the interior points from the surrounding 11 points per line, i.e., a mapping of polynomial degree 10 , on a quarter of an annulus with inner and outer radii 0.5 and 1 , respectively. If the weights for the interior points are derived from solving a Laplace equation in the reference coordinates, the representations becomes distored, as is visible from the point distributions. This leads to a ratio of up to 100 between the largest and smallest singular value of the Jacobian $J_{K}=\hat{\nabla} \mathbf{F}_{K}(\hat{\mathbf{x}})$, and theory suggests a break-down of convergence; in experiments, $L_{2}$ errors of the solution to the Laplacian converge at best at third order. Conversely, using weights from transfinite interpolation results in a minimal singular value of 0.5 throughout the whole domain in this example. The resulting point distribution with transfinite interpolation in this particular example is equivalent to an explicit polar description of the whole domain, but applicable to generic situations with optimal convergence if the coarse cells are valid. We note that these and similar concepts are established in high-order meshing, but with algorithms typically acting on the points of associated polynomial descriptions, see e.g. [26, 14, $27,28,29,15,13]$ and references therein, rather than the abstract definition used here.

We associate the transfinite interpolation with the initial ("coarse") mesh of a finite element computation: each coarse mesh cell is used to define the reference coordinate system $\hat{x}$, and this is kept fixed even after many generations of descendants. Interior edges between refined cells are then curved, ensuring high mesh quality, assuming that the initial coarse cells reasonably approximate the geometry. Some of the computations involved in this process can be expensive, and we have therefore implemented caches that mitigate the cost for the case of polynomial mappings.

### 1.3 Application examples

In the following, let us illustrate the ideas of the previous sections using concrete applications. In particular, we will show how the implementation of the two primitives affects the meshes one obtains for an industrial application (Section 1.3.1) and an example of how one can choose metrics to generate graded meshes. In addition, let us refer to Figure 2 for an illustration of the transfinite interpolation approach for extending surface descriptions to volume interiors.


Figure 2: Illustration of the importance of taking geometry into account when refining meshes. Starting from a discretization of an annulus that contains ten coarse cells, we choose new points either ignoring the geometry description, i.e., computing the location of a new vertex by simply averaging the locations of the surrounding points (left), or choosing new points on boundary edges so that they have the correct radius from the origin, and new points of interior edges and cells as the Cartesian mean of the surrounding vertices (second from left). The latter procedure works well when the number of coarse elements is sufficient to resolve the geometry, but leaves some kinks in the grids, where one is still able to identify the original ten coarse cells. However, it may lead to very distorted grids if the coarse mesh is not fine enough, e.g., if the coarse mesh consisted of only four cells (second from right). The ideal case (right) is independent of the number of coarse cells that one may start with, and it exploits full knowledge of the underlying geometry. In this case, this is done by choosing all new points on edges and cells so that they average the radius and angle of the adjacent points.


Figure 3: Illustration of the two singular values of $J_{K}=\hat{\nabla} \mathbf{F}_{K}(\hat{\mathbf{x}})$ for a quarter of a twodimensional annulus; here, $\mathbf{F}_{K}$ is a polynomial mapping of a single element of degree 10. The ratio of the largest over the smallest singular value appears in the interpolation error estimate of the Bramble-Hilbert lemma, and consequently also in all error estimates for partial differential equations. Left two panels: Maximal and minimal singular value for point placement based on Laplace smoothing. Right two panels: Maximal and minimal singular value for point placement using a transfinite interpolation (see the main text for interpretation). The figures also include the positions of $11^{2}$ points equidistantly placed onto the reference cell and then mapped by $\mathbf{F}_{K}$ to the cell $K$ shown here, to illustrate the distortion.

### 1.3.1 Surface meshes described by CAD geometries

As discussed in detail in previous sections, CAD surfaces consist of patches that are the images of simpler domains in a two-dimensional $u-v$ space. Let us first consider a case where the geometry is described by a single, albeit rather complex, patch. The issue in even this simplified case is that a patch can be parameterized in many different ways, not all of which imply a more or less constant metric. Thus, it is unwise - although very common - to generate a mesh in $u-v$ space to obtain the corresponding threedimensional surface grid, even though this of course has the advantage of generating nodes directly on the desired surface. Yet, the resulting mesh will generally have cells of rather unequal sizes and may show other severe deformations.

To illustrate how our approach can be used to generate better meshes, we will use an industrial application that involves meshing a single parametric patch describing the bow portion of one side of the DTMB 5415 ship hull, containing also a sonar dome. The presence of several convex and concave high curvature regions makes such a geometry a particularly meaningful example.

Figures 4-6 show results for this model geometry with the three projection strategies.


Figure 4: Directional projection strategy with a horizontal direction of projection perpendicular to the axis of symmetry. The first two rows show side views of the coarse grid and grids obtained from five successive refinements. The last row shows a front view of the same grids shown in the second row. This strategy produces uniformly distributed cells away from areas where the projection direction is close to the tangent to the shape (namely, at the bottom of the shape as well as the front of the bulb).

The directional projection strategy with a horizontal direction of projection (Figure 4) generally produces high quality meshes except in those places where the geometry is tangent to the projection direction - i.e., in particular at the front of the bulb as well


Figure 5: Normal to mesh projection strategy. If the geometry does not intersect the direction normal to the existing points, then the closest point on the shape to the original point typically lying on the shape boundary - is selected. Panels as in Figure 4. This strategy produces uniformly distributed cells in all cases.


Figure 6: Normal to surface projection strategy. In cases where more than one surface normal projection is available, the closest of them is selected. If the shape is composed by several sub-shapes, the projection is carried out onto every sub-shape and the closest projection point is selected. Panels as in Figure 4. This strategy is unable to produce well-shaped cells in areas of large curvature.
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as the bottom. In contrast, using the direction normal to the existing points (Figure 5) generates high quality meshes everywhere. Finally, the option to use a surface normal instead of a mesh normal vector (Figure 6) is not only expensive to compute, but here yields meshes that are grossly distorted wherever the geometry has large curvature (i.e., around the bulb); this might also have been expected from the left panel of Figure 1 that shows a similar effect.

### 1.3.2 Refinement strategy based on local maximum curvature

The case of multi-patch geometries is more complicated as small gaps or superimpositions are typically present between neighboring patches. Meshes directly generated from this parameterization will therefore often not be "water-tight". On the other hand, one can generate a coarse mesh by hand or by software that simply starts with a few points on the surface that are then connected to cells without taking into account the subdivision into patches; such a mesh can then be refined hierarchically to obtain a mesh of sufficient density.

In the following, let us show how we can use the results of the previous section towards building meshes for an entire ship hull; we will also show how additional information can be extracted from CAD tools to drive the refinement strategy on CAD based geometries. To this end, Figure 7 depicts a CAD model of a Kriso KCS ship hull - a common benchmark for CFD applications of naval architecture [30]. In this production-like CAD model the patches are not connected in a water-tight fashion and the surface parametrization is not continuous at patch junctions. These defects prevent most mesh generators from obtaining a closed grid.


Figure 7: Overall (left) and bow (right) view of the CAD model of a ship hull. The model is composed of approximately 120 parametric patches, delimited by black lines.

We start from a minimal initial surface grid composed of about 40 cells (top panel of Figure 8) and refine it a number of times using the strategy where we project in a direction normal to the existing points. Refinement of the initial grid starts with an anisotropic refinement step in which cells with an aspect ratio larger then a threshold $\lambda_{\text {max }}$ are cut along their most elongated direction. We then refine the resulting quadrilateral mesh adaptively, using an estimate of the local curvature of the CAD surface as a criterion. This estimate is obtained exploiting a technique essentially identical to the one used in the "Kelly" error estimator [31, 32]. Elements in areas with higher curvature will have larger jumps of the (cell) normal vectors across cell boundaries. The bottom panel of Figure 8 shows the final grid generated.


Figure 8: Initial (top) and final (bottom) surface grids on the Kriso KCS hull, with 40 and ~ 11,500 quadrilateral cells, respectively.

Despite the fact that the original CAD surface is composed of several unconnected parametric patches, the projection procedure is able to find, for each of the grid nodes, the best projection among those obtained onto individual patches. As a result, the final mesh is water-tight, and independent of the CAD surface parameterization and patch distribution. In addition, the adopted refinement strategy distributes a larger number of new nodes in high curvature regions, ensuring a uniform quality of approximation of the geometry. We show this in more detail in Figure 9, illustrating the bow and stern portions of the final grid. Finally, it is worth pointing out that for the generation of the grids portrayed in Figure 8 and Figure 9, no smoothing stage was carried out in between refinements to enhance mesh quality. Yet, the projection in a direction normal to the existing points allows for retaining the quality of the original coarse grid across more than 10 levels of refinement without any additional adjustment.


Figure 9: Bow (left) and stern (right) details of the adaptively refined surface grid on the Kriso KCS hull from Figures 7 and 8. The adaptive refinement strategy results in finer cells in high curvature regions, ensuring uniform approximation of the geometry. In addition, the grid is independent of the non-sharp edges separating the 120 parametric patches composing the underlying CAD model. In the final mesh, hanging nodes are placed on the underlying geometry, leading to a non-watertight mesh. However, these artifacts are easily removed by enforcing continuity of the geometry.

## 2 CAD geometry aware BEM solver for free surface flows

### 2.1 Fully nonlinear potential model

In this work, we are only considering the motion of a ship advancing at constant speed in calm water. Thus, we choose to solve the problem in a global, steadily translating reference frame $\widehat{X Y Z}$, which is moving according to the constant horizontal velocity of the boat $\boldsymbol{V}_{\infty}=\left(V_{\infty}, 0,0\right)$. Thus, the $X$ axis of the reference frame is aligned with $\boldsymbol{V}_{\infty}$, the $Z$ axis is directed vertically (positive upwards), while the $Y$ axis is directed laterally (positive port side).
Under the assumptions of irrotational flow, inviscid fluid, and simply connected domain $\Omega$, the velocity field $\boldsymbol{v}(\boldsymbol{X}, t)$ admits a representation through a scalar potential function $\Phi(\boldsymbol{X}, t)$, namely

$$
\begin{equation*}
\boldsymbol{v}=\nabla \Phi=\boldsymbol{V}_{\infty} \cdot \boldsymbol{X}+\phi \quad \forall \boldsymbol{X} \in \Omega(t), \tag{2}
\end{equation*}
$$

in which $\phi(\boldsymbol{X}, t)$ is the so called perturbation potential. In such case, the equations of motion simplify to the unsteady Bernoulli equation and to the Laplace equation for the perturbation potential:

$$
\begin{array}{ll}
\frac{\partial \phi}{\partial t}+\frac{1}{2}\left|\boldsymbol{\nabla} \phi+\boldsymbol{V}_{\infty}\right|^{2}+\frac{p-p_{a}}{\rho}-\boldsymbol{g} \cdot \boldsymbol{X}=C(t) & \text { in } \Omega(t) \\
\Delta \phi=0 & \text { in } \Omega(t) \tag{3b}
\end{array}
$$

where $C(t)$ is an arbitrary function of time, and $\boldsymbol{g}=(0,0,-g)$, is the gravity acceleration vector, directed along the $z$ coordinate axis. In this framework, the unknowns of the problem $\phi$ and $p$ are uncoupled, and it's possible to recover the pressure by postprocessing the solution of the Poisson problem (3b) via Bernoulli's equation (3a). Thus, the governing equation of our model is the Laplace equation. Such equation is complemented by non penetration boundary conditions on the hull surface $\Gamma^{b}(t)$ and on the bottom of the basin $\Gamma^{b o t}(t)$, and by homogeneous Neumann boundary conditions on the truncation boundaries $\Gamma^{f a r}(t)$ of the numerical domain. On the water free surface $\Gamma^{w}(t)$, we employ the kinematic and dynamic fully nonlinear boundary conditions expressed in semi-Lagrangian form, which respectively read

$$
\begin{align*}
& \frac{\delta \eta}{\delta t}=\frac{\partial \phi}{\partial z}+\boldsymbol{\nabla} \eta \cdot\left(\boldsymbol{w}-\boldsymbol{\nabla} \phi-\boldsymbol{V}_{\infty}\right) \quad \text { in } \Gamma^{w}(t)  \tag{4}\\
& \frac{\delta \phi}{\delta t}=-g \eta+\frac{1}{2}|\boldsymbol{\nabla} \phi|^{2}+\boldsymbol{\nabla} \phi \cdot\left(\boldsymbol{w}-\boldsymbol{\nabla} \phi-\boldsymbol{V}_{\infty}\right) \quad \text { in } \Gamma^{w}(t) . \tag{5}
\end{align*}
$$

The former equation expresses the fact that a material point moving on the free surface will stay on the free surface - here assumed to be the graph of a single valued function $\eta(X, Y, t)$ of the horizontal components $X$ and $Y$ of the position vector $\boldsymbol{x}$. The latter
condition represents a manipulation of Bernoulli's equation (3a), under the assumption of constant atmospheric pressure on the water surface. This peculiar form of the fully nonlinear boundary conditions was proposed by Beck [33]. Equation (4) allows for the computation of the vertical velocity of markers which move on the water free surface with a prescribed horizontal speed $\left(w_{X}, w_{Y}\right)$. Equation (5) is used to obtain the velocity potential values in correspondence with such markers. The resulting vector $\boldsymbol{w}=\left(w_{X}, w_{Y}, \frac{\delta \eta}{\delta t}\right)=\dot{\boldsymbol{X}}$ is the time derivative of the position of the free surface markers. In this work, such free surface markers are chosen as the free surface nodes of the computational grid. To avoid an undesirable mesh nodes drift along the water stream, the markers arbitrary horizontal velocity is set to 0 along the $X$ direction. The $Y$ component of the water nodes in contact with the ship - which is moved according with the computed linear and angular displacements - is chosen so as to keep such nodes on the hull surface. As for the remaining water nodes, the lateral velocity value is set to preserve mesh quality.

### 2.2 Three dimensional hull rigid motions

In this work, the ship hull is assumed to be a rigid body. To study its motions, we employ a second, hull-attached reference frame $\widehat{x y z}$, which follows the hull in its translations and rotations. The center of such reference frame will be located in correspondence with the ship center of gravity, which in the global reference frame reads $\boldsymbol{X}^{G}(t)=X^{G}(t) \boldsymbol{e}_{X}+Y^{G}(t) \boldsymbol{e}_{Y}+Z^{G}(t) \boldsymbol{e}_{Z}$, where $\boldsymbol{e}_{X}, \boldsymbol{e}_{Y}, \boldsymbol{e}_{Z}$ are the unit vectors along the global system axes.

The rotation matrix $R(t)$ is used to pass from the coordinates of a point $\boldsymbol{x}$ written in the hull-attached reference frame, to those in the global frame $\boldsymbol{X}$, namely

$$
\begin{equation*}
\boldsymbol{X}(t)=R(t) \boldsymbol{x}+\boldsymbol{X}^{G}(t) \tag{6}
\end{equation*}
$$

The global frame velocity of a point having coordinates $\boldsymbol{x}$ in the hull-attached frame is obtained as

$$
\begin{equation*}
\boldsymbol{V}^{\mathrm{hp}}(t)=\boldsymbol{\omega}(t) \times \boldsymbol{x}+\dot{\boldsymbol{X}}^{G}(t) \tag{7}
\end{equation*}
$$

where $\boldsymbol{\omega}$ is the angular velocity vector, the components of which specify the rotational speed of the hull about the global frame axes $X, Y$ and $Z$ respectively.
Equations (6) and (7) imply that once $\boldsymbol{X}^{G}(t), R(t)$, and $\boldsymbol{\omega}(t)$ are known at time $t$, the position and velocity of each point of the hull can be computed. For this reason, writing the time evolution equations for each of such quantities will be sufficient in order to determine the hull dynamics. In the next sections, we will present the evolution equations used in this work.

### 2.2.1 Linear momentum conservation

The evolution equation for $\boldsymbol{X}^{G}(t)$ is obtained via the linear momentum conservation equation, which in the case of our hydrodynamics simulation framework reads

$$
\begin{equation*}
m_{s} \ddot{\boldsymbol{X}}^{G}(t)=m_{s} \boldsymbol{g}+\boldsymbol{F}^{w}(t) \tag{8}
\end{equation*}
$$

In Equation (8), $m_{s}$ is the mass of the ship, while the hydrodynamic force vector $\boldsymbol{F}^{w}(t)$ is in principle obtained as the sum of the pressure and viscous forces on the hull, propeller and appendages.

### 2.2.2 Angular momentum conservation

The evolution equation for $\boldsymbol{\omega}$ is obtained writing the angular momentum conservation, namely

$$
\begin{equation*}
R(t) I^{G} R(t)^{T} \dot{\boldsymbol{\omega}}(t)+\boldsymbol{\omega}(t) \times R(t) I^{G} R(t)^{T} \boldsymbol{\omega}(t)=\boldsymbol{M}^{w}(t) \tag{9}
\end{equation*}
$$

where $I^{G}$ is the matrix of inertia of the ship in the hull-attached reference frame, and hydrodynamic moment vector $\boldsymbol{M}^{w}(t)$ is the sum of the moment about the ship center of gravity of the pressure and viscous forces on hull, propeller and appendages.

### 2.2.3 Rotation matrix and hull quaternions

To write an evolution equation for $R$, we first the introduce the angular velocity tensor associated to $\boldsymbol{\omega}$, namely

$$
\omega(t)=\left[\begin{array}{ccc}
0 & -\omega_{Z}(t) & \omega_{Y}(t)  \tag{10}\\
\omega_{Z}(t) & 0 & -\omega_{X}(t) \\
-\omega_{Y}(t) & \omega_{X}(t) & 0
\end{array}\right]
$$

Note that tensor $\omega(t)$ will act on a vector $\boldsymbol{u} \in \mathbb{R}^{3}$ as if the $\boldsymbol{\omega} \times$ operator were applied to $\boldsymbol{v}$ :

$$
\begin{equation*}
\boldsymbol{\omega} \times \boldsymbol{u}=\omega \boldsymbol{u} \tag{11}
\end{equation*}
$$

Making use of such tensor, an evolution equation for the rotation matrix $R$ reads

$$
\begin{equation*}
\dot{R}=\omega R \tag{12}
\end{equation*}
$$

which can be advanced in time to obtain the components of $R$ and close the equations of motions of a rigid body in three dimension. Yet, in common the practice of rigid body simulations, direct numerical integration of Equation (12) is avoided. The most important reason for this, is related to numerical drift. If we in fact keep track of the orientation of a rigid body integrating Equation (12), numerical error will build up in the entries of $R(t)$, so that it will no longer be a rotation matrix, losing its properties of orthogonality and of having determinant equal to 1 . Physically, the effect would be that applying $R(t)$ to a body would cause a skewing effect.

A better way to represent the orientation of a rigid body in three dimensions (even with large rotations) is represented by the use of unit quaternions (see Shoemake [34]). For our purposes, quaternions can be considered as a particular type of four element vector, normalized to unit length. If we indicate the quaternion $\boldsymbol{q}=s+v_{X} \boldsymbol{e}_{X}+v_{Y} \boldsymbol{e}_{Y}+v_{Z} \boldsymbol{e}_{Z}$ as $[s, \boldsymbol{v}]$, the internal product of two quaternions $\boldsymbol{q}_{1}$ and $\boldsymbol{q}_{2}$ is defined as

$$
\begin{equation*}
\boldsymbol{q}_{1} \boldsymbol{q}_{2}=\left[s_{1}, \boldsymbol{v}_{1}\right]\left[s_{2}, \boldsymbol{v}_{2}\right]=\left[s_{1} s_{2}-\boldsymbol{v}_{1} \cdot \boldsymbol{v}_{2}, s_{1} \boldsymbol{v} 2+s_{2} \boldsymbol{v} 1+\boldsymbol{v}_{1} \times \boldsymbol{v}_{2}\right] \tag{13}
\end{equation*}
$$

The norm of a quaternion $\boldsymbol{q}$ is defined as $\|\boldsymbol{q}\|=\sqrt{s^{2}+v_{X}^{2}+v_{Y}^{2}+v_{Z}^{2}}$. Unit quaternions can be used to represent rotations in a three dimensional space. In fact, given a quaternion $\boldsymbol{q}:\|\boldsymbol{q}\|=1$, we can obtain the corresponding rotation matrix as

$$
R=\left[\begin{array}{ccc}
1-2 v_{Y}^{2}-2 v_{Z}^{2} & 2 v_{X} v_{Y}-2 s v_{Z} & 2 v_{X} v_{Z}+2 s v_{Y}  \tag{14}\\
2 v_{X} v_{Y}+2 s v_{Z} & 1-2 v_{Y}^{2}-2 v_{Z}^{2} & 2 v_{Y} v_{Z}-2 s v_{X} \\
2 v_{X} v_{Z}-2 s v_{Y} & 2 v_{Y} v_{Z}+2 s v_{X} & 1-2 v_{Y}^{2}-2 v_{Z}^{2}
\end{array}\right]
$$

Finally, the equation needed to describe the time evolution for the hull quaternion $\boldsymbol{q}(t)$ is

$$
\begin{equation*}
\dot{\boldsymbol{q}}(t)=\frac{1}{2} \boldsymbol{\Omega}(t) \boldsymbol{q}(t) \tag{15}
\end{equation*}
$$

where $\boldsymbol{\Omega}(t)=[0, \boldsymbol{\omega}(t)]$ is the quaternion associated with the angular velocity vector $\boldsymbol{\omega}(t)$. As quaternions only have four entries, there only is one extra variable used to describe the three degrees freedoms of a three dimensional rotation. A rotation matrix instead employs nine parameters for the same three degrees of freedom; thus, the quaternions present far less redundancy than rotation matrices. Consequently, quaternions experience far less numerical drift than rotation matrices. The only possible source of drift in a quaternion occurs when the quaternion has lost its unit magnitude. This can be easily corrected by periodically renormalizing the quaternion to unit length.

### 2.3 Discretization and numerical solution

In this section, we will briefly describe the spatial discretization method based on the boundary integral formulation of the Laplace equation. In addition, we will present the Differential Algebraic Equation system coupling the fluid dynamics and hull rigid motions equations, and discuss its solution strategy.

### 2.3.1 Boundary integral formulation

While Equation (3) is time dependent and defined in the entire domain $\Omega(t)$, we are really only interested in its solution on its boundary $\Gamma(t)$, in particular on the unknown
free surface part of the boundary, and on the ship hull $\Gamma^{b}(t)$, where we would like to recover the pressure distribution by postprocessing Bernoulli's equation (3a).

At any time instant $\bar{t}$ we want to compute $\phi$ satisfying

$$
\begin{align*}
-\Delta \phi & =0 & & \text { in } \Omega(\bar{t})  \tag{16a}\\
\phi & =\bar{\phi} & & \text { on } \Gamma^{w}(\bar{t}) \\
\phi_{n} & =\left(\boldsymbol{V}^{\mathrm{hp}}-\boldsymbol{V}_{\infty}\right) \cdot \boldsymbol{n} & & \text { on } \Gamma^{b}(\bar{t})  \tag{16b}\\
\phi_{n} & =0 & & \text { on } \Gamma^{b o t}(\bar{t})  \tag{16c}\\
\phi_{n} & =0 & & \text { on } \Gamma^{f a r}(\bar{t}) \tag{16d}
\end{align*}
$$

where $\bar{\phi}$ is the potential on the free surface at the time $\bar{t}$. This is a purely spatial boundary value problem, in which time appears only through boundary conditions and through the shape of the time dependent domain. The solution of problem (16) is then used to evaluate the right hand side of Equation (4) and Equation (5), which are integrated over time to obtain the new position of the free surface markers and the corresponding potential field values.

We call $G$ the free space Green's function, i.e., the function

$$
G(\boldsymbol{r})=\frac{1}{4 \pi|\boldsymbol{r}|}
$$

which is the distributional solution of

$$
\begin{array}{ll}
-\Delta G\left(\boldsymbol{X}-\boldsymbol{X}_{0}\right)=\delta\left(\boldsymbol{X}_{0}\right) & \text { in } \mathbb{R}^{3} \\
\lim _{|\boldsymbol{X}| \rightarrow \infty} G\left(\boldsymbol{X}-\boldsymbol{X}_{0}\right)=0, & \tag{17}
\end{array}
$$

where $\delta\left(\boldsymbol{X}_{0}\right)$ is the Dirac distribution centered in $\boldsymbol{X}_{0}$.
If we select $\boldsymbol{X}_{0}$ to be in $\Omega(t)$, multiply the Laplace equation by $G$, and use the defining property of the Dirac delta and the second Green identity, we obtain

$$
\begin{aligned}
\phi\left(\boldsymbol{X}_{0}, t\right)= & \int_{\Omega(t)}\left[-\left(\Delta G\left(\boldsymbol{X}-\boldsymbol{X}_{0}\right)\right) \phi(\boldsymbol{X}, t)\right] \mathrm{d} \Omega= \\
& \int_{\Gamma(t)}\left[(\boldsymbol{\nabla} \phi(\boldsymbol{X}, t) \cdot \boldsymbol{n}) G\left(\boldsymbol{X}-\boldsymbol{X}_{0}\right)-\left(\boldsymbol{\nabla} G\left(\boldsymbol{X}-\boldsymbol{X}_{0}\right) \cdot \boldsymbol{n}\right) \phi(\boldsymbol{X}, t)\right] \mathrm{d} \Gamma
\end{aligned}
$$

In the limit for $\boldsymbol{X}_{0}$ touching the boundary $\Gamma(t)$, the integral on the right hand side will have a singular argument, and should be evaluated according to the Cauchy principal value. This process yields the so called Boundary Integral Equation (BIE)

$$
\begin{equation*}
\alpha \phi=\int_{\Gamma(t)}\left[\phi_{n} G-\frac{\partial G}{\partial n} \phi\right] \mathrm{d} \Gamma \quad \text { on } \Gamma(t) \tag{18}
\end{equation*}
$$

where $\alpha(\boldsymbol{X}, t)$ is the fraction of solid angle $4 \pi$ with which the domain $\Omega(t)$ is seen from $\boldsymbol{X}$.

With Equation (18), the continuity equation has been reformulated as a boundary integral equation of mixed type defined on the moving boundary $\Gamma(t)$, where the main ingredients are the perturbation potential $\phi(\boldsymbol{X}, t)$ and its normal derivative $\phi_{n}(\boldsymbol{X}, t)$.

### 2.3.2 Iso-parametric spatial discretization

The spatial discretization of the Laplace problem, has been carried out making use of the classes of the $\mathrm{C}++$ open source library for finite elements implementation DEAL.II (Bangerth et al. [35, 36]). A detailed description of how such classes are employed for the implementation of the present Boundary Element Method can be found in Mola et al. [37]. In such framework, we approximate the geometry of the domain boundary by means of bilinear quadrilateral panels. We define the Lagrangian shape functions $N_{l}(u, v) \quad l=1, \ldots, 4$ on the reference panel, which allow us to introduce a local parametrization of the $k$-th panel as

$$
\begin{equation*}
\boldsymbol{X}_{k}(u, v, t):=\sum_{l=1}^{4} \boldsymbol{X}^{k_{l}}(t) N_{l}(u, v) \quad u, v \in[0,1]^{2} \tag{19}
\end{equation*}
$$

where the weights are the positions of the nodes in the current domain $\Gamma_{h}(t)$, and $k_{l}$ is the local to global numbering index which identifies the 4 basis functions $\varphi^{k_{l}}$ which are different from zero on the $k$-th panel.

The global basis functions $\varphi^{i}(\boldsymbol{X})$ can be identified and evaluated on each panel $K$ via their local parametrization as

$$
\varphi_{k}^{i}(u, v):=\varphi^{i}\left(\boldsymbol{X}_{k}(u, v)\right)=\sum_{l=1}^{4} \delta_{i k_{l}} N_{l}(u, v), \quad \delta_{i j}= \begin{cases}1 & \text { if } i=j  \tag{20}\\ 0 & \text { otherwise }\end{cases}
$$

At this point, a local representation of $\phi\left(\boldsymbol{X}^{k}(u, v, t), t\right)$ and of its normal derivative on the $k$-th panel are available as

$$
\phi_{k}(u, v, t)=\sum_{l=1}^{4} \phi^{k_{l}}(t) N_{l}(u, v) \quad \phi_{n k}(u, v, t)=\sum_{l=1}^{4} \phi_{n}^{k_{l}}(t) N_{l}(u, v)
$$

where $\phi^{k_{l}}, \phi_{n}{ }^{k_{l}} l=1, \ldots, 4$ are the nodal values of the potential and of its normal derivative in panel $k$.

### 2.3.3 Collocation boundary element method

With the iso-parametric representation, we write the boundary integral equation for each support point $\boldsymbol{X}^{i}, i=1, \ldots, N_{V}$, and finally recast the discrete version of the boundary integral equation as

$$
\begin{equation*}
[\alpha]\{\phi\}+[N]\{\phi\}=[D]\left\{\phi_{n}\right\} \tag{21}
\end{equation*}
$$

where we have used the following notation

- $\{\phi\}$ and $\left\{\phi_{n}\right\}$ are the vectors containing the potential and its normal derivative node values, respectively;
- $[\alpha]$ is a diagonal matrix composed by the $\alpha\left(\boldsymbol{X}_{i}(t)\right)$ coefficients;
- $[D]$ and $[N]$ are the Dirichlet and Neumann matrices respectively whose elements are

$$
\begin{align*}
D_{i j} & =\sum_{k=1}^{M} \int_{\hat{K}} G\left(\boldsymbol{X}_{i}(t)-\boldsymbol{X}^{k}(u, v, t)\right) \varphi_{k}^{j}(u, v) J^{k}(u, v, t) \mathrm{d} u \mathrm{~d} v  \tag{22}\\
N_{i j} & =\sum_{k=1}^{M} \int_{\hat{K}} \frac{\partial G}{\partial n}\left(\boldsymbol{X}_{i}(t)-\boldsymbol{X}(u, v, t)\right) \varphi_{k}^{j}(u, v) J^{k}(u, v, t) \mathrm{d} u \mathrm{~d} v \tag{23}
\end{align*}
$$

$J^{k}(u, v, t)$ being the determinant of the first fundamental form on the $k$-th of the $M$ panels composing the computational grid.

The numerical evaluation of the panel integrals appearing in Equations (22) and (23) needs some special treatment, due to the presence of the singular kernels $G(\boldsymbol{Y}-\boldsymbol{X})$ and $\frac{\partial G}{\partial n}(\boldsymbol{Y}-\boldsymbol{X})$. Whenever $\boldsymbol{y}$ is not a node of the integration panel, the integral argument is not singular, and standard Gauss quadrature formulas can be used. If $\boldsymbol{y}$ is a node of the integration panel, the integral kernel is singular and special quadrature rules are used, which remove the singularity by performing an additional change of variables (see, for example, Lachat and Watson [38]).

### 2.3.4 Time discretization

The time dependent boundary value problem composed by Laplace equation and by the kinematic and dynamic boundary condition, along with the hull rigid motion equations can be recast in the following form

$$
\begin{equation*}
F\left(t, y, y^{\prime}\right)=0 \tag{24}
\end{equation*}
$$

where we grouped the variables of the system in the vector $y$ :

$$
y=\left\{\begin{array}{c}
\{\boldsymbol{X}\}  \tag{25}\\
\{\phi\} \\
\left\{\phi_{n}\right\} \\
\left\{\dot{\boldsymbol{X}}^{G}\right\} \\
\left\{\boldsymbol{X}^{G}\right\} \\
\{\boldsymbol{\omega}\} \\
\{\boldsymbol{q}\}
\end{array}\right\}
$$

Here, $\{\boldsymbol{X}\},\{\phi\}$ and $\left\{\phi_{n}\right\}$ represent the vectors containing nodal coordinates, potential and potential normal gradient values respectively; $\left\{\dot{\boldsymbol{X}}^{G}\right\}$ and $\left\{\boldsymbol{X}^{G}\right\}$ are the hull baricenter velocity and position vector respectively; finally $\{\boldsymbol{\omega}\}$ and $\{\boldsymbol{q}\}$ are the hull angular velocity and quaternion vector. Note that the three second order differential equations for the hull baricenter coordinates $\left\{\boldsymbol{X}^{G}\right\}$ have been here recast into a set of six first order differential equations.

Equation (24) represents a system of nonlinear differential algebraic equations (DAE), which we solve using the IDA package of the SUNDIALS OpenSource library (Hindmarsh et al. [39]). The integration of such DAE system is performed through a variableorder, variable-coefficient BDF (backward difference formula), which reads

$$
\begin{equation*}
\sum_{i=0}^{q} \alpha_{n, i} y_{n-i}=h_{n} \dot{y}_{n} \tag{26}
\end{equation*}
$$

where $y_{n}$ and $\dot{y}_{n}$ are the computed approximations to $y\left(t_{n}\right)$ and $y^{\prime}\left(t_{n}\right)$, respectively, and the step size is $h_{n}=t_{n}-t_{n-1}$. The coefficients $\alpha_{n, i}$ are uniquely determined by the order $q$, and the history of the step sizes. The application of the BDF scheme to the DAE system results, at each time step, in a nonlinear algebraic system, solved by means of Newton iteration.

### 2.3.5 Treatment of CAD surfaces and fully automated mesh generation

In a typical Computer-Aided Design (CAD) model, several parametric surfaces are patched together to compose the whole ship surface. At the industrial level, there is no requirement that such patches are logically connected one to each other, nor that the full hull surface is or even continuous. Most of CAD shapes indeed present several small gaps or overlaps between each surface composing them. A small tolerance can in fact be set during the CAD model generation, to control the dimension of such imperfections in a way that makes them negligible once the actual hull is crafted. Yet, the presence of disconnected and overlapping patches impairs in most cases the generation of computational grids for fluid mechanics simulations purposes. Most solvers for fluid dynamics equations require in fact the generation of a three dimensional grid in the volume of fluid surrounding the hull surface. Such domain is in most cases obtained via boolean subtraction of the hull volume from a large box of fluid surrounding it. Clearly, in presence of gaps and overlaps between the hull surface patches, both delimiting the hull volume and using it to perform boolean operations is extremely difficult. One of the most important advantages of the Boundary Integral Formulation adopted, is that only the boundary of the three dimensional domain needs to be discretized. Thus, the reduced complexity of the superficial computational grids needed has been exploited in this work to achieve full automation of the mesh generation process, regardless of the number of number of surfaces composing the hull model, and the continuity of their connections. In this work, we made use of the Open CASCADE Community Edition (OCE) open source library to import and interrogate CAD models in the mesh generation module of the BEM solver developed. While building the grid, a certain
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number of fundamental geometric functions are in fact needed to properly place the newly created nodes on the hull surface and on its edges. To this end, we implemented a series of wrappers that use the OCE functions to provide the mesh handler with the geometrical tools needed. A grid composed of a very small number of quadrilaterals is initially generated. The points are placed at strategic locations on the hull intersections with its symmetry plane and with the undisturbed free surface. At this stage, the hull is discretized only in two cells per each side.


Figure 10: The very first grid created using the points of intersection between the undisturbed free surface and the CAD model of the hull. The domain extends for $18 \times L_{\mathrm{pp}}$ in longitudinal direction, $4 \times L_{\mathrm{pp}}$ in lateral direction and $2 \times L_{\mathrm{pp}}$ in vertical direction.

Figure 10 shows a view of the initial mesh. Starting from such initial mesh, the cells are hierarchically refined to improve the level of approximation of the original CAD geometry. The new nodes are generated onto the quadrilateral cells composing the grid, and then projected on the hull surface making use of a set of surface projectors implemented through OCE (see Mola et al. [40] and Dassi et al. [41] for a more detailed description). To generate the grid, initial cycles of uniform refinement are followed by a final number of local adaptive refinement cycles based on an error estimator represented by the distance between the center cell and its projection on the boat surface. Finally, during the simulation at fixed intervals in time, the simulation is stopped and the surface gradient of the finite element approximation of $\eta$ is post-processed. This provides a quantitative estimate of the cells in which the approximation error may be higher. In particular, for each cell $K$ of our triangulation we compute the quantity

$$
\begin{equation*}
\tau_{K}^{2}:=\frac{h}{24} \int_{\partial K}\left[\boldsymbol{\nabla}_{s} \eta \cdot \boldsymbol{n}_{\partial K}\right]^{2} \mathrm{~d} \gamma \tag{27}
\end{equation*}
$$

where $\left[\boldsymbol{\nabla}_{s} \eta \cdot \boldsymbol{n}_{\partial K}\right]$ denotes denotes the jump of the surface gradient of $\eta$ across the edges of the grid element $K$. The vector $\boldsymbol{n}_{\partial K}$ is perpendicular to both the cell normal $\boldsymbol{n}$ and to the boundary of the element $K$, and $h$ is the diameter of the cell itself.

By a practical standpoint, $\tau_{K}$ represents an estimate of the jumps of gradients across the edges of each quadrilateral cell. The higher these values are, the smaller the cells should become. The a posteriori error estimator described is a modification of the gradient recovery error estimator by Kelly et al. [31] and Gago et al. [32]. Its choice was mostly motivated by its simplicity.

The vector containing the cell error estimates $\tau_{K}$ is ordered, and a fixed fraction of the cells with the highest and lowest errors are flagged for refinement and coarsening. The computational grid is then refined, ensuring that any two neighboring cells differ for at most one refinement level. Standard interpolation is used to transfer all finite dimensional solutions from one grid to another. The resulting computational grid is non conformal. At each hanging node, all the dimensional fields computed are constrained to be continuous. This results in a set of algebraic constraints which are introduced into the DAE system in correspondence with all the degrees of freedom associated with the hanging nodes.


Figure 11: The final, adapted mesh at the end of the simulation of the flow past the DTMB 5415 hull.

Figure 11 shows the final mesh for the simulation of the flow past the DTMB 5415 hull. As can be appreciated, the adaptation algorithm is able to place the vast majority of the free surface cells in correspondence with the featherlets of the Kelvin wake detaching from the hull. Thus, despite being composed by only 4700 nodes, the grid is able to cover the most physically meaningful portions of the flow domain with sufficiently small elements.

Finally, at each time step of the simulation, the current angular and linear displacements are applied to the CAD hull geometry to place it in the proper position. After this, all the water nodes in contact with the ship are projected onto the displaced surface, so that the lateral velocity required to keep such nodes on the water surface can be computed from the distance between the original and projected points.

### 2.4 Numerical experiments

The first test case selected for the validation of the FSI solver described, is that of a DTMB 5415 hull advancing at constant speed in calm water. For such naval combatant geometry, Olivieri et al. [42] carried out an extensive experimental campaign at Istituto Nazionale per Studi ed Esperienze di Architettura Navale (INSEAN), the biggest Italian ship model basin. In the tests, a DTMB 5415 hull model with displacement $\Delta=0.549 \mathrm{t}$ and length between perpendiculars $L_{\mathrm{pp}}=5.72 \mathrm{~m}$, free to sink and trim, has been towed at speeds ranging from $0.3 \mathrm{~m} / \mathrm{s}$ to $3.3 \mathrm{~m} / \mathrm{s}$. For each towing velocity $V_{\infty}$, the hydrodynamic equilibrium values of sink, trim angle and total drag were recorded. Additional wave pattern and wake velocity measurements were carried out at the velocity corresponding to the Froude number $F r=V_{\infty} / \sqrt{g L_{\mathrm{pp}}}=0.28$. Given such quantity of experimental data available, the DTMB 5415 hull is a popular benchmark for the validation of CFD models and software. For this reason, the CAD file describing its geometry is available in the literature. In this work, we assumed that the orientation of the hull in such CAD description is the one corresponding with the hydrostatic equilibrium. Thus, the horizontal position of the hull center of mass has been assumed to coincide with that of the hydrostatic pressure center. The vertical position of the hull center of mass - for which no information has been found in Olivieri et al. [42] - is assumed to coincide with the undisturbed water level.

To reproduce the experimental setup, we carried out a series of FSI simulations in which the DTMB 5415 model hull was impulsively set in motion at speed $V_{\infty}$. To this end, the only component of the translational motion considered was the vertical one. For this reason, the hydrodynamic force vector $\boldsymbol{F}^{w}$ appearing in Equation (8) has been computed as

$$
\begin{equation*}
\boldsymbol{F}^{w}=\left(\int_{\Gamma^{b}} p \boldsymbol{n} d \Gamma \cdot e_{Z}\right) \boldsymbol{e}_{Z}, \tag{28}
\end{equation*}
$$

so that only the vertical component of the pressure forces will affect the hull motion. Since we only focused on the pitch motion, only the $Y$ component of the pressure forces moment about the ship center of gravity was considered. Thus, the hydrodynamic moment in Equation (9) reads

$$
\begin{equation*}
\boldsymbol{M}^{w}=\left(\int_{\Gamma^{b}}(\boldsymbol{x} \times p \boldsymbol{n}), d \Gamma \cdot \boldsymbol{e}_{Y}\right) \boldsymbol{e}_{Y}, \tag{29}
\end{equation*}
$$

For each speed tested, the simulation continued until the hydrodynamic equilibrium position was reached, and the equilibrium values of sink, trim angle and total resistance were recorded. Figure 12 displays the time history of the trim angle $\theta$ for the simulation corresponding to $R e=0.28$. For reference, the green line in the plot represents the equilibrium value of $\theta$, computed as the trim angle average value in the last 20 s of the simulations.

Several FSI simulations were executed, imposing cruise velocities $V_{\infty}$ which correspond to Froude numbers ranging between 0.15 and 0.4 . At the current time, the parallel


Figure 12: Trim angle $\theta$ of the DTMB 5415 hull impulsively started at $F r=0.28$, as a function of the simulation time $t$. The red line represents the time history of the trim angle. The green line displays the final, steady state value, computed as the average angle in the last 20 s of the simulation.
version of the solver is still under development. Thus, the simulations presented in this work were executed on a serial Intel Xeon E5530, 2.40 GHz processor taking about 20 hours to reach convergence.

### 2.5 Results and Discussion

A quality assessment for the water elevation predictions of the unsteady fully nonlinear potential model developed is presented in Figure 13. The plot represents the nondimensional elevation $\eta / L_{\mathrm{pp}}$ of the points of the water surface in contact with the DTMB 5415 hull advancing at $F r=0.28$, as a function of the nondimensional longitudinal coordinate $x / x / L_{\mathrm{pp}}$. The colored continuous curves in the plot indicate experimental results obtained by different research groups and presented in Olivieri et al. [42]. The blue asterisks refer instead to the values computed in the present work. By a qualitative standpoint, the numerical results appear in good agreement with the measurements, as the shape of the computed water elevation curve is close to the experimental ones. By a quantitative standpoint, it can be noticed that the longitudinal position of the bow and stern wave crests is reproduced accurately in the
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simulations. The same can be said for the position of the steep trough following the bow wave, located at $x / L_{\mathrm{pp}}=0.17$ and for the position of the milder second trough, located in the region around $x / L_{\mathrm{pp}}=0.65$. As for the wave amplitudes, the predicted wave elevation curve is falling among the experimental ones for most of the hull length. Only in the bow wave region, the water height prediction appears slightly lower then the measured value. This could be related to some numerical dissipation depending on an under refined grid. Further investigations will be carried out to confirm this deduction.


Figure 13: Nondimensionalized wave elevation profile on the surface of the DTMB 5415 hul at $F r=0.28$, as a function of the nondimensional longitudinal coordinate. The colored continuous lines represent experimental values obtained by three different groups and reported by Olivieri et al. [42]. The blue asterisks refer to the predictions of the model presented in this work.

Figure 14 shows the comparison between experimental and predicted values for the DTMB 5415 hull hydrodynamic equilibrium $\operatorname{sink} s_{z} / L_{\mathrm{pp}}$, as a function of the Froude number $\operatorname{Fr}=V_{\infty} / \sqrt{g L_{\mathrm{pp}}}$. The blue continuous curve refers to experimental data presented in Olivieri et al. [42], while the red dashed line represents the predictions of the FSI model presented in this work. Again, the qualitative behavior of the numerical results is similar to that of the experimental data. Yet, it can be noticed that the predicted values, especially at low Froude numbers, are consistently lower then the corresponding experimental results. This is likely related to the hydrostatic component of the pressure forces. In fact, even in hydrostatic conditions, the ship surface approximated through the surface mesh is associated to a lower immersed volume with
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respect to the actual hull. Hence, the discretized ship in the simulation will settle at lower sink values to compensate for the missing buoyancy force. With the grids used for the present simulations, this effect accounts for a 2.5 mm sink value at $\mathrm{Fr}=0$, which is compatible with the offset observed in the left portion of Figure 14. At higher Froude numbers, the hydrodynamic component of the pressure forces becomes higher, and the predicted curve approaches the experimental one. A possible way to reduce this source of error is resorting to iso-geometric discretization techniques, either for the whole BEM solver, or more simply to carry out the pressure integrals on the actual hull surface. This possible improvement to the solver will be investigated in the near future.


Figure 14: Nondimensional sink as a function of the Froude number for the DTMB 5415 hull. The blue continuous line represents the experimental values presented in Olivieri et al. [42]. The values obtained in this work are represented by the red dashed line.

The plot presented in Fig 15 represents the hydrodynamic equilibrium pitch angle value for the DTMB 5415 hull, as a function of the Froude number. Also in this case, the blue continuous curve refers to the experimental data presented in Olivieri et al. [42], while the red dashed line represents the results obtained in this work. The plot suggests that the model proposed is able to reproduce the qualitative behavior of the DTMB 5415 experimental trim angle curve. For low Froude numbers, the hull presents a positive pitch, while at higher speeds the trim angle progressively becomes negative. The values predicted with the FSI model proposed reproduce with sufficient accuracy both the location $(F r=0.28)$ and the value $(\theta=0.0019 \mathrm{rad})$ of the maximum
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of the trim angle curve. Also the predicted location ( $F r=0.377$ ) of the curve zero falls rather close to the experimental value of $(F r=0.367)$. On the right portion of the plot, corresponding to highest speed range tested, the computed trim angles appear to over predict the experimental values. This could have several explanations. On one hand, it might be related to a different vertical location of the hull baricenter, with respect to the experiments. At high speeds, when the pressure at the bulbous bow stagnation point becomes significant, it is in fact possible that the horizontal pressure forces in that region might affect differently the pitch angle, for different vertical distances with the hull baricenter. Even more importantly, the presence of wave breaking in the bow region is not represented in the present model, which might explain for the more trimmed by the stern experimental equilibrium.


Figure 15: Trim angle (in radiants) as a function of the Froude number for the DTMB 5415 hull. The blue continuous line represents the experimental values presented in Olivieri et al [42]. The values obtained in this work are represented by the red dashed line.

Finally, Figure 16 depicts a comparison between experimental and numerical values of total drag for the DTMB 5415 hull, as a function of the Froude number. Again, the blue continuous curve refers to the experimental data presented in Olivieri et al. [42], while the red dashed line represents the numerical results. In this work, the viscous drag component has been computed by means of the ITTC- 57 formula. The plot shows that the behaviour of the total drag curve predicted with the proposed FSI model is in close agreement with that of the experimental one. In all the range of velocities tested, the relative error between experimental and numerical values of total drag is below $9 \%$,
while the maximum absolute error is $\sim 7 \mathrm{~N}$. The graph also shows that, as the vessel speed is increased, the FSI model total drag predictions seem to be underestimating the experimental values. This could be again associated to the growing extent of the bow breaking wave, which is not reproduced with the fluid dynamic model adopted.


Figure 16: Total resistance of the DTMB 5415 hull as a function of the Froude number. The blue continuous line represents the experimental values presented in Olivieri et al. [42]. The values obtained in this work are represented by the red dashed line.

## 3 Model order reduction application

### 3.1 Estimation of the resistance of a hull advancing in calm water

In this section we introduce the problem of the estimation of the resistance of a ship advancing in calm water. The hull shape considered in this work is that of the DTMB 5415, which was conceived for the preliminary design of a US Navy Combatant ship and includes a sonar dome and a transom stern (see Figure 17). Given the abundance of experimental data available in the literature (among others, we cite Olivieri et al. [42]) has become a common benchmark for naval hydrodynamics simulation tools.


Figure 17: Reference domain $\Omega$, that is the DTMB 5415 hull.
We denote with $\Omega \subset \mathbb{R}^{3}$ the domain (see Figure 17) associated with our model hull. More specifically, $\Omega$ is our reference domain, and corresponds with the undeformed DTMB 5415 hull - the latter assumption is not fundamental for the remainder of the paper, but is convenient for practical reasons. We must here remark that the domain considered in the fluid dynamic simulations is in principle the volume of water $\Omega_{w}$ surrounding the hull. Further details about the fluid dynamic domain will be provided in the following sections.

We define the shape morphing $\mathcal{M}(\boldsymbol{x} ; \boldsymbol{\mu}): \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ that maps the reference domain $\Omega$ into the deformed domain $\Omega(\boldsymbol{\mu})$, namely $\Omega(\boldsymbol{\mu})=\mathcal{M}(\Omega ; \boldsymbol{\mu})$. It is quite natural to infer that the flow field, and thus the result of the fluid dynamic simulations, will depend on the specific hull shape considered. In turn, such shape is associated to the parameters defining the morphing $\mathcal{M}$ - which will be extensively defined in the next sections. One of the main purposes of this contribution is then to investigate the effect of the morphing parameters on the total resistance, the main fluid dynamic performance parameter. We must here remark that one of the geometrical quantities having the most effect on the resistance is the immersed volume of a hull shape, as higher volumes will generate higher drag values. If designers only consider the absolute resistance value, they might then disregard hull shapes that have relatively good drag performances despite having higher immersed volume. This is of course undesired and could be avoided adopting different strategies. A first possibility is considering a resistance value which is nondimensionalized using a measure of the displaced volume. In alternative, the morphing parameters could be constrained so as to impose a fixed hull immersed volume. Unfortunately, the former solution poses some problem in the identification of the most suitable nondimensionalization strategy resulting in resistance output indices truly independent of the hull immersed volume. As for the latter possibility, it would lead to an undesired complication of the shape parametrization methodology. In this work the effect of immersed volume variations on the hull resistance is taken into account in a more natural fashion. In the fluid
dynamic simulations, the rigid motions of the hull are also considered. In this way, once the ship displacement is imposed, the hull shape considered in the simulation reaches the equilibrium position under the action of gravity and hydrodynamic forces. When a shape morphing is characterized by a higher volume, the computed sink will reduce to obtain the same vertical component of the hydrodynamic force. This ensures that each shape is compared on a level ground.

By a practical standpoint, once a point in the parameter domain $\mathbb{D}$ is identified, the specific hull geometry is provided to the fluid dynamic solver, which carries out a flow simulation to come up with a resistance estimate. In this framework free form deformation has been employed for the generation of a very large number of hull geometries based on the DTMB 5415 naval combatant hull shape morphing. Each geometry generated has been used to set up a high-fidelity hydrodynamic simulation with the desired ship displacement and hull speed. Since the serial time dependent high-fidelity simulations are quite time consuming, taking approximatively 24 hours to reach a steady state solution, we adopted a reduction strategy based on dynamic mode decomposition (DMD) to cut the overall computational cost of each simulation to roughly 10 hours. The output resistances for all the configurations tested have been finally analyzed by means of active subspaces (AS) in order to verify if a further reduction in the parameter space is feasible, which could significantly speed up the work of designers.

We refer the interested reader to Mola et al. [37, 40, 43] for further information on the fully nonlinear potential free surface model, on its application to complex hull geometries, and on the treatment of the hull rigid motions respectively. In the next sections, we will provide a brief description of the free form deformation application to the problem at hand, and describe the dynamic mode decomposition strategy used to cut the computational time of the simulations. Finally, the active subspaces used to analyze the resistance dependence on the morphing parameters will be presented.

### 3.2 Shape parametrization through free form deformation

In this section we will briefly describe how the free form deformation (FFD) shape morphing strategy has been used to produce a parametrised set of modified DTMB 5415 hulls to be used in the fluid dynamic simulations. FFD is a versatile parametrization technique used for shape optimization in a variety of fields such as aerospace engineering, structural mechanics, and biomedical engineering among others. For further insight on the original formulation of FFD we suggest to see Sederberg et al [44], while for a recent work we suggest Salmoiraghi et al [45]. One of the main features of FFD, is that it does not directly manipulate the geometrical object at hand. Instead it deforms a lattice of points built around the object itself, manipulating the whole space in which the geometry is embedded. This lattice has the topology of a hypercube of dimension equal to the dimension of the geometry we want to morph (3D in this work). The lattice is deformed using a trivariate tensor-product of B-spline functions. This produces a continuous and smooth deformation of the geometry. Such methodology has been implemented into a stand alone Python package PyGeM, which has been
used to obtain the morphed geometries considered in the present work.
Figure 18 displays a detail of the DTMB 5415 sonar dome, surrounded by the points composing the FFD lattice. FFD is devised to only deform objects which fall within the FFD lattice, so the picture indicates that in this work we are only modifying the shape of the DTMB 5415 sonar dome. The green lattice points in the picture are the ones that have been moved to produce the deformations of domain $\Omega$ used in this work.


Figure 18: Control points of the FFD lattice around the bulbous bow. The points which are displaced to generate the hull deformations are indicated with the green color.

The FFD procedure can be in fact subdivided into three steps. First, the physical domain $\Omega$ is mapped to the reference domain $\widehat{\Omega}$ through a map $\psi$. Then, some control points (the green ones in the picture, in our case) $\boldsymbol{P}$ of the lattice are moved. Note that the displacement of such points are the parameters $\boldsymbol{\mu}$ that identify a particular deformed geometry. Once the lattice has been deformed, trivariate tensor-products of B-spline functions are used to compute the map $\widehat{T}$ that associates the original lattice to the deformed one. Finally, the back mapping from the deformed reference domain is applied to the deformed physical domain $\Omega(\boldsymbol{\mu})$ using the map $\psi^{-1}$. So it possible to express the FFD map $\mathcal{M}(\boldsymbol{x} ; \boldsymbol{\mu}): \Omega \subset \mathbb{R}^{3} \rightarrow \Omega(\boldsymbol{\mu}) \subset \mathbb{R}^{3}$ by the composition of these three maps, i.e.

$$
\mathcal{M}(\cdot ; \boldsymbol{\mu})=\left(\psi^{-1} \circ \widehat{T} \circ \psi\right)(\cdot ; \boldsymbol{\mu}) .
$$

In our case we have chosen $\boldsymbol{\mu} \in \mathbb{D}:=[-0.3,0.3]^{8}$, that results in a wide range of different bulbous bow configurations (see Figure 19 for an idea of different possible deformations). For sake of clarity we underline that the undeformed original domain is obtained setting all the geometrical parameters to 0 . The main purpose of this work is to carry out a rather wide exploration of the shape parameter space, to assess the dependence of the output parameters on the shape morphing parameters. That is why the parameters bounds are chosen so as to be able to obtain somewhat significant and yet physically meaningful - deformations of the bow bulb.


Figure 19: Two different examples of deformations.

### 3.3 System evolution reconstruction with dynamic mode decomposition

As mentioned, the unsteady and nonlinear fluid dynamic model adopted results in rather expensive simulations. Of course this could in principle reduced through full parallelization of the software developed which, however, has yet to be carried out. In this work, the computational cost of each simulation carried out has been reduced through the first application application of the dynamic mode decomposition (DMD) to our fully nonlinear potential solver output.

Dynamic mode decomposition (DMD) is a data-driven algorithm that provides a finite approximation of the infinite dimensional Koopman operator (see Koopman [46]). Proposed in Schmid [47] for fluid dynamics analysis, this technique has become popular in the last years mainly because $(i)$ it allows to approximate nonlinear dynamics through low-rank structures that evolve in time and (ii) it relies only on the data, avoiding assumptions on the underlying system. We have implemented this algorithm, as well as many of its variants, in an open source Python package on GitHub, called PyDMD (see Demo et al. [48]). In this section we will introduce the DMD algorithm and we will discuss the fluid dynamic problem at hand as an example of its application. For an application of DMD to snapshots obtained from the solution of RANS equations see Demo et al. [49].

Let the variable $x_{k}$ represent the state of the evolving system at time $t_{k}=k \Delta t$. Basically, we want to find a linear finite dimensional Koopman operator A such that $x_{k+1}=\mathbf{A} x_{k}$. In order to build this operator, we collect a series of data vectors $\left\{x_{i}\right\}_{i=1}^{l}$, which we will refer to as snapshots from now on, and which represent the time-equispaced system states. We assume all the snapshots have the same dimension, that is $x_{k} \in \mathbb{R}^{n}$ for all $k=1, \ldots, l$, and we assume the dimension $n$ of a snapshot is larger that the number of snapshots $l$, i.e. $n>l$. We arrange the snapshots in two matrices, $\mathbf{S}$ and $\dot{\mathbf{S}}$, as

$$
\mathbf{S}=\left[\begin{array}{cccc}
x_{1}^{1} & x_{2}^{1} & \cdots & x_{l-1}^{1}  \tag{30}\\
x_{1}^{2} & x_{2}^{2} & \cdots & x_{l-1}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1}^{n} & x_{2}^{n} & \cdots & x_{l-1}^{n}
\end{array}\right], \quad \dot{\mathbf{S}}=\left[\begin{array}{cccc}
x_{2}^{1} & x_{3}^{1} & \cdots & x_{l}^{1} \\
x_{2}^{2} & x_{3}^{2} & \cdots & x_{l}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
x_{2}^{n} & x_{3}^{n} & \cdots & x_{l}^{n}
\end{array}\right]
$$



Figure 20: A comparison between the original output of the fluid dynamic simulations and the DMD reconstructed one. The top image represents a contour plot of water $X$ velocity around a morphing of the DTMB 5415 hull advancing at $F r=0.28$ in calm water. The top half of the plot depicts the reconstructed fluid velocity, while the bottom half represents the one resulting from the high-fidelity computation. The bottom image s a front view of a contour plot of the pressure field on the hull and water surface. In this case, the left part of the plot refers to the high-fidelity solution, while the right half refers to the reconstructed pressure.
in order to build the linear operator by minimizing $\|\dot{\mathbf{S}}-\mathbf{A S}\|_{2}$. We underline that each column of $\dot{\mathbf{S}}$ contains the state vector at the next timestep of the one in the corresponding $\mathbf{S}$ column. Hence, the best-fit matrix $\mathbf{A}$ is given by $\mathbf{A}=\dot{\mathbf{S}} \mathbf{S}^{\dagger}$, where the symbol ${ }^{\dagger}$ denotes the Moore-Penrose pseudo-inverse. Since the snapshots usually have high dimension for complex systems, the matrix $\mathbf{A}$ becomes very large and it is difficult to manipulate. The DMD algorithm projects the data onto a low-rank subspace defined by the Proper Orthogonal Decomposition (POD) modes, then computes the low-dimensional operator $\tilde{\mathbf{A}}$. This operator is used to reconstruct the leading nonzero eigenvalues and eigenvectors of the full-dimensional operator $\mathbf{A}$ without ever explicitly computing $\mathbf{A}$. Using the truncated singular value decomposition of matrix $\mathbf{S} \approx \mathbf{U}_{r} \boldsymbol{\Sigma}_{r} \mathbf{V}_{r}^{*}$ with rank $r$, we can build the low-rank linear operator as:

$$
\begin{equation*}
\tilde{\mathbf{A}}=\mathbf{U}_{r}^{*} \mathbf{A} \mathbf{U}_{r}=\mathbf{U}_{r}^{*} \dot{\mathbf{S}} \mathbf{S}^{\dagger} \mathbf{U}_{r}=\mathbf{U}_{r}^{*} \dot{\mathbf{S}} \mathbf{V}_{r} \boldsymbol{\Sigma}_{r}^{-1} \mathbf{U}_{r}^{*} \mathbf{U}_{r}=\mathbf{U}_{r}^{*} \dot{\mathbf{S}} \mathbf{V}_{r} \boldsymbol{\Sigma}_{r}^{-1} \tag{31}
\end{equation*}
$$

We can now reconstruct the eigenvectors and eigenvalues of the matrix $\mathbf{A}$ using the eigendecomposition $\tilde{\mathbf{A}} \mathbf{W}=\mathbf{W} \boldsymbol{\Lambda}$. In detail (see Tu et al. (2014)), the DMD modes $\boldsymbol{\Theta}$ can be computed by projecting the low-rank eigenvectors on the high-dimensional space $\boldsymbol{\Phi}=\mathbf{U}_{r} \mathbf{W}$ (projected modes) or computing the eigenvectors of $\mathbf{A}$ as $\boldsymbol{\Theta}=\dot{\mathbf{S}} \mathbf{V}_{r} \boldsymbol{\Sigma}_{r}^{-1} \mathbf{W}$ (exact modes). Moreover, the eigenvalues of $\tilde{\mathbf{A}}$ correspond to the nonzero eigenvalues of $\mathbf{A}$, and they contain the growth/decay rate and the frequencies of the corresponding modes. Recalling the equations above, we underline that $\mathbf{A}=\boldsymbol{\Theta} \boldsymbol{\Lambda} \boldsymbol{\Theta}^{\dagger}$. The generic snapshot $x_{k+1}$ can be reconstructed by premultiplying the first snapshot $k$ times by the linear operator, such that $x_{k+1}=\mathbf{A}^{k} x_{1}=\left(\boldsymbol{\Theta} \boldsymbol{\Lambda} \boldsymbol{\Theta}^{\dagger} \ldots \boldsymbol{\Theta} \boldsymbol{\Lambda} \boldsymbol{\Theta}^{\dagger}\right) x_{1}$. Hence the state of the system can be approximated, for any time $t_{k+1}$ as $x_{k+1}=\boldsymbol{\Theta} \boldsymbol{\Lambda}^{k} \boldsymbol{\Theta}^{\dagger} x_{1}$, where the vector $\boldsymbol{\Theta}^{\dagger} x_{1}$ is usually called amplitudes.

The application of DMD to the computational fluid dynamics simulations in this work is carried out collecting the snapshots within the temporal window $t=[7 \mathrm{~s}, 15 \mathrm{~s}]$, with $\Delta t=0.1 \mathrm{~s}$. As both the motion of the hull and of the free surface nodes are computed in


Figure 21: Comparison of high-fidelity (red continuous curve) and DMD reconstructed (blue continuous curve) total resistance time history. The triangular markers in the plot denote the times at which the snapshots for the DMD have been stored.
the simulations, the DMD algorithm is educated using snapshot vectors which include the grid nodes coordinates, along with the flow velocity and pressure. The DMD algorithm has been used to compute a rather accurate approximation of the whole fluid dynamic problem solution up to $t=30 \mathrm{~s}$, at the mere cost of a post processing phase requiring only few seconds. This led to a significant reduction of the computational cost, dropping the time required for each 30 s simulation from 24 h to 10 h .

Figure 20 compares the high-fidelity fluid dynamic solution at $t=30 \mathrm{~s}$ with the one which has been reconstructed through the described DMD strategy. The figure includes both pressure and velocity field plots, which have been split in half to give a parallel view of both the high-fidelity and reconstructed field. Despite the DMD has been extrapolated from snapshots that are alder than $t=15 \mathrm{~s}$, no difference between original and reconstructed flow and water elevation fields is appreciable in the contour plots. Figure 21 represents a comparison of time history of the hull resistance computed from the high-fidelity and DMD reconstructed hull pressure field. Again, the DMD approximated time history seems able to reconstruct with good approximation the high-fidelity values. This is especially true for the last instants of the simulation, which are used to compute the final value of the total hull resistance, one of the output parameters considered in this work.

### 3.4 Parameter space verification and reduction by active subspaces

The active subspaces (AS) property has been brought to attention recently through the work of P. Constantine [50]. The AS property is a characteristic of the scalar function
relating the scalar output to the parameters $\boldsymbol{\mu}$, and of a probability density function associated to such function. By a qualitative standpoint, AS is typically exploited to assess whether the parameter space allows for a significant - and of course useful - dimension reduction. By a quantitative standpoint, it can also be used to assess the sensitivity of the output with respect to each parameter considered. The main idea of AS is to operate in the parameters space, rescaling the inputs $\boldsymbol{\mu}$ and then rotating them with respect to the origin. In some cases (see Tezzele et al. [51, 52]), such procedure reveals in lower dimension behavior of the output function $f(\boldsymbol{\mu})$ (the total resistance or the hull sink and trim, in our case). We underline that AS does not identify a subset of the inputs as important, instead it identifies a set of important directions in the space of all inputs. These directions (which are linear combinations of the input variables) are the ones along which the output function varies the most on average. When an active subspace is identified for the problem of interest, it is possible to perform different parameter studies.
Now we review how it is possible to find active subspaces. Let us assume ${ }^{1} f: \mathbb{R}^{m} \rightarrow \mathbb{R}$ is a scalar function and $\rho: \mathbb{R}^{m} \rightarrow \mathbb{R}^{+}$a probability density function, where $m$ is the dimension of the parameters. Since all the geometrical configurations can be drawn with equal probability, a uniform probability density will suffice in our case. In particular, we assume $f$ continuous and differentiable in the support of $\rho$, with continuous and square-integrable (with respect to the measure induced by $\rho$ ) derivatives. The active subspaces of the pair $(f, \rho)$ are the eigenspaces of the covariance matrix associated to the gradients $\nabla_{\mu} f$. This matrix, denoted by $\boldsymbol{\Sigma}$, is the so-called uncentered covariance matrix of the gradients of $f$ (among others see Devore (2015) for a more deep understanding of these operators). Its elements are the average products of partial derivatives of $f$, that is:

$$
\begin{equation*}
\boldsymbol{\Sigma}=\mathbb{E}\left[\nabla_{\boldsymbol{\mu}} f \nabla_{\boldsymbol{\mu}} f^{T}\right]=\int_{\mathbb{D}}\left(\nabla_{\boldsymbol{\mu}} f\right)\left(\nabla_{\boldsymbol{\mu}} f\right)^{T} \rho d \boldsymbol{\mu} \tag{32}
\end{equation*}
$$

where $\mathbb{E}[\cdot]$ is the expected value. We use a Monte Carlo method to approximate the eigenpairs of $\boldsymbol{\Sigma}$ as in Constantine et al. (2015):

$$
\begin{equation*}
\boldsymbol{\Sigma} \approx \frac{1}{N_{\text {train }}^{\text {AS }}} \sum_{i=1}^{N_{\text {train }}^{\mathrm{AS}}} \nabla_{\boldsymbol{\mu}} f_{i} \nabla_{\boldsymbol{\mu}} f_{i}^{T} \tag{33}
\end{equation*}
$$

where we draw $N_{\text {train }}^{\mathrm{AS}}$ independent samples $\boldsymbol{\mu}^{(i)}$ from the measure $\rho$, and where we have $\nabla_{\boldsymbol{\mu}} f_{i}=\nabla_{\boldsymbol{\mu}} f\left(\boldsymbol{\mu}^{(i)}\right)$. The matrix $\boldsymbol{\Sigma}$ admits a real eigenvalue decomposition because it is symmetric positive semidefinite, so we have $\boldsymbol{\Sigma}=\mathbf{W} \boldsymbol{\Lambda} \mathbf{W}^{T}$, where $\mathbf{W}$ contains the eigenvectors and is in $O(m)$, the orthogonal group, while $\boldsymbol{\Lambda}$ is the diagonal matrix of non-negative eigenvalues arranged in descending order.

The lower dimensional parameter subspace is formed by selecting the first $M<m$ eigenvectors. We underline that perturbations in the first set of coordinates change $f$, on average, more than perturbations in the second set of coordinates. We can discard

[^0]the vectors corresponding to the low eigenvalues since they are in the nullspace of the covariance matrix. Doing so, we are able to construct an approximation of $f$. To be more clear, let us partition $\boldsymbol{\Lambda}$ and $\mathbf{W}$ as follows:
\[

\boldsymbol{\Lambda}=\left[$$
\begin{array}{cc}
\boldsymbol{\Lambda}_{1} & \\
& \boldsymbol{\Lambda}_{2}
\end{array}
$$\right], \quad \mathbf{W}=\left[$$
\begin{array}{ll}
\mathbf{W}_{1} & \mathbf{W}_{2}
\end{array}
$$\right]
\]

where $\boldsymbol{\Lambda}_{1}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{M}\right)$, and $\mathbf{W}_{1}$ contains the first $M$ eigenvectors. The active subspace is the the range of $\mathbf{W}_{1}$. We call inactive subspace the range of the remaining eigenvectors in $\mathbf{W}_{2}$. The linear combinations of the input parameters with weights from the important eigenvectors are the active variables. By projecting the full parameter space onto the active subspace we can approximate the behaviour of $f$. In particular we have the following formulas for the active variable $\boldsymbol{\mu}_{M}$ and the inactive variable $\boldsymbol{\eta}$ :

$$
\begin{equation*}
\boldsymbol{\mu}_{M}=\mathbf{W}_{1}^{T} \boldsymbol{\mu} \in \mathbb{R}^{M}, \quad \boldsymbol{\eta}=\mathbf{W}_{2}^{T} \boldsymbol{\mu} \in \mathbb{R}^{m-M} \tag{34}
\end{equation*}
$$

Using Equation (34) and the fact that $\mathbf{W} \in O(m)$ we can express any point in the parameter space $\boldsymbol{\mu} \in \mathbb{R}^{m}$ in terms of $\boldsymbol{\mu}_{M}$ and $\boldsymbol{\eta}$ as follows:

$$
\boldsymbol{\mu}=\mathbf{W} \mathbf{W}^{T} \boldsymbol{\mu}=\mathbf{W}_{1} \mathbf{W}_{1}^{T} \boldsymbol{\mu}+\mathbf{W}_{2} \mathbf{W}_{2}^{T} \boldsymbol{\mu}=\mathbf{W}_{1} \boldsymbol{\mu}_{M}+\mathbf{W}_{2} \boldsymbol{\eta} .
$$

So it is possible to rewrite $f$ as $f(\boldsymbol{\mu})=f\left(\mathbf{W}_{1} \boldsymbol{\mu}_{M}+\mathbf{W}_{2} \boldsymbol{\eta}\right)$, and, using only the active variables, we can construct a surrogate quantity of interest $g$, that is $f(\boldsymbol{\mu}) \approx g\left(\mathbf{W}_{1}^{T} \boldsymbol{\mu}\right)=$ $g\left(\boldsymbol{\mu}_{M}\right)$. In our pipeline, the surrogate quantity of interest $g$ will be obtained by a response surface method.

### 3.5 Numerical Results

In this section we present the numerical results obtained by applying all the methodologies presented above to the DTMB 5415 model hull. The FFD morphing methodology illustrated has been used to generate 130 different deformations of the original hull. The parametrised shapes correspond to uniform sampling points in the parameter space box $\mathbb{D}=[-0.3,0.3]^{8}$. Each IGES geometry produced has been then used as the input of a high fidelity simulation in which the hull has been set to advance in calm water at a constant speed corresponding to $\mathrm{Fr}=0.28$. Each high fidelity computation has been carried out to simulate 15 s of the flow past the hull after it has been impulsively started from rest. Between the 7 th and 15 th second of the high-fidelity simulations, the solver saved the full flow field at sampling intervals $\Delta t=0.1 \mathrm{~s}$. Such flow field snapshots have been used to feed the DMD algorithm implemented, and complete the fluid dynamic simulations until convergence to the regime solution was reached at $t=30 \mathrm{~s}$. The reconstructed flow fields have been finally used to evaluate the hull total resistance and the hydrodynamic trim position, which are the output performance parameters considered in this work. The dataset composed by the output of the simulations has been divided in a train dataset ( $75 \%$ of the outputs) used to train the AS algorithm and a test dataset ( $25 \%$ of the outputs) used to validate the methodology.

Superiore di
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Figure 22 depicts the eigenvalues estimates of the matrix $\boldsymbol{\Sigma}$ (black dots and line) and also displays the bootstrap intervals (corresponding to the grey area surrounding the eigenvalues lines). In the figure, the left plot is referred to the total resistance, while the right one is displays the hydrodynamic trim angle.


Figure 22: Eigenvalues estimates of the matrix $\boldsymbol{\Sigma}$ for the total resistance (on the left) and the hydrodynamic trim angle (on the right). The black dots in the plot indicate the eigenvalues, which the grey area is defined by the bootstrap intervals.

The plots indicate that a factor of at least 10 exists between the highest and lowest $\boldsymbol{\Sigma}$ eigenvalues. Such difference is clearly more pronounced when the hydrodynamic trim is the output considered. Yet, the plots also show that the eigenvalues magnitude is rather evenly distributed across the range they span. More precisely, the absence of a major gap between the higher module eigenvalues and the lower module ones, is suggesting that the active subspace is most revealing a clear cut low dimensional behaviour of the target functions with respect to the active variables, as is the case for different applications (Tezzele et al. [52]). Yet, especially in the case of the hydrodynamic trim angle output, the first eigenvalue module is considerably higher than that of the remaining ones. That is why, for the hydrodynamic trim it was possible to compute a bivariate surface response using the first two active variables, obtained as linear combinations of the original parameters with coefficients obtained by the eigenvectors corresponding to the two highest module eigenvalues. Figure 23 shows the quartic surface that best approximates the training dataset in the sense of least squares, along with the points in the test dataset (which are indicated by the dots). Each point represents the value of the target function $f(\boldsymbol{\mu})$ against the active variables $\boldsymbol{\mu}_{M}=$ $\boldsymbol{W}_{1}^{T} \boldsymbol{\mu} \in \mathbb{R}^{2}$. As can be appreciated, the points corresponding to the true output are not distributed randomly in the space, but tend to be somewhat clustered around the surface. This is particularly true when the output parameter considered is the hydrodynamic trim angle (right plot) for which, as we have seen, the $\boldsymbol{\Sigma}$ eigenvalues corresponding to the first active variable was significantly higher then the remaining ones. Thus, whenever the gap between the leading $\boldsymbol{\Sigma}$ eigenvalues allows for it, the AS algorithm is able to successfully identify a set active variables upon which the output
is - with reasonable approximation - exclusively depending.


Figure 23: Comparison between the quartic surface response obtained with two active variables and the true output for the test data set, indicated by the dots. The left plot refers to the total resistance output, while the right one to the hydrodynamic trim angle.

To provide a more quantitative assessment of how much such approximation is in fact reasonable, and depends on the gap existing between the first $\boldsymbol{\Sigma}$ eigenvalues and the following ones, we computed the average error as the average, among 10 different eigenvalues estimates, of the root mean square error divided by the maximum range of variation of the target function. As expected, the accuracy of the two dimensional surface response predictions for the hull total resistance is rather low, and only a $20 \%$ average error is obtained, that is about 1.8 N . The average error obtained for the hydrodynamic trim angle output is approximately $11 \%$, that corresponds to an absolute rmse of $8 \cdot 10^{-5}$, confirming that such output can be better represented through AS. Thus, for all those applications for which errors of the reported magnitudes are acceptable - as might be the case for early design stages - AS provides a recipe to reduce the parameter space from 8 to 2 variables. In addition, the error analysis provides a further confirmation of the fact that once the eigenvalue analysis is carried out, the detection of a possible cliff in the eigenvalue curve (see Figure 22) is a measure of how well AS will perform. So, since the computational cost of the post processing operations required for the AS algorithm proposed is marginal with respect to that of the high-fidelity simulations, it should be always worth checking if AS could be used to obtain a significant drop in the parameter space dimension.
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[^0]:    ${ }^{1}$ In this section we will omit the dependence on $\boldsymbol{\mu}$. It should be understood that $f=f(\boldsymbol{\mu}), \rho=\rho(\boldsymbol{\mu})$, etc.

